Computational psychiatry is a budding field of research concerned with computational approaches to psychiatry. Computational techniques can be used in a wide variety of contexts in psychiatry, but in the sense of “computational psychiatry” intended in this series and used in recent treatments of the subject (Friston, Stephan, Montague, & Dolan, 2014; Huys, 2013; Maia & Frank, 2011; Montague, Dolan, Friston, & Dayan, 2012; Stephan & Mathys, 2014; Wang & Krystal, 2014), the focus is on using computational approaches to understand the brain, behavior, and especially brain–behavior relations, in psychiatric disorders. Computational psychiatry thus defined builds on computational cognitive neuroscience, which is concerned with the use of computational approaches to understand brain–behavior relations in healthy humans or animals (O’Reilly, Munakata, Frank, & Hazy, 2014). In fact, computational psychiatry and computational cognitive neuroscience (or computational neuroscience more generally) share many tools and techniques; the main difference between them is that computational psychiatry is concerned not only with the healthy brain but also with the disturbances that underlie psychiatric disorders. Computational psychiatry therefore uses an extended set of tools and techniques that can address topics that are central to research in psychiatry—for example, the ability to detect differences in the models or model parameters that best fit the neurobehavioral processes that characterize different groups (Maia & Frank, 2011; Rigoux, Stephan, Friston, & Daunizeau, 2014), the ability to automatically diagnose patients using neuroimaging data (Klöppel et al., 2012), or the ability to automatically find subgroups that may differ from standard diagnostic criteria but nonetheless prove meaningful from a diagnostic perspective (Brodersen et al., 2014; Wiecki, Poland, & Frank, 2015).

Computational psychiatry can be used in two conceptually different, albeit non–mutually exclusive, ways: (a) as a set of techniques for sophisticated data analysis and (b) as a framework for the development of better theories. The first use of computational psychiatry is perhaps more familiar for scientists outside of this field. In this use, computational approaches are not very different from standard statistical approaches; in fact, they often use or extend statistical approaches. Many of the techniques used come from machine learning, Bayesian statistics, and related fields, but they may also draw on classical statistics. The goal, as in regular statistics, is to answer specific questions about a given set of data.

The second way in which computational approaches can be applied to psychiatry is not concerned with data analysis per se but rather with theory development. For this purpose, computational psychiatry uses computational models, typically based on mathematical equations, to describe the phenomena of interest. To some extent, these models are akin to the equations that are used in classical physics: They capture relations between variables in rigorous ways. The reason for the use of computational models is that the phenomena of interest typically cannot be characterized by closed-form solutions: The system being modeled might even be characterized by a relatively small set of equations, but the behavior of those equations typically cannot be characterized with closed-form solutions, so one has to resort to computational simulations.

A common misunderstanding about the use of computational models for theoretical purposes is that one gets out only what one puts in, so the whole approach is sterile. The reality, however, is that the models can predict novel, unanticipated relations that are entailed by the mathematical characterizations and would be difficult, if not impossible, to anticipate without modeling. For example, when changing a variable in a model (say, the level of a neurotransmitter), we often have no way of predicting a priori what will happen to the other variables (e.g., reaction time) without running the model. The models, like the systems that they describe, are often too complicated for...
our limited cognitive resources to be able to perform such calculations and inferences unaided: They may be highly nonlinear, include complex feedback processes, or involve thousands of interacting variables (e.g., the activities of thousands of neurons), among many other possible complexities.

Without the support of a mathematical/computational framework for theoretical development, psychiatry often resorts to overly simplistic explanations: for example, attention-deficit/hyperactivity disorder involves low dopamine, depression involves low serotonin, and so on. These explanations can and do tend to get more elaborate as research accumulates, but they often continue to suffer from the same fundamental limitation: trying to bridge too wide a gap between local changes to one or a small set of variables (as effected, for example, by a medication) and their effects on other, sometimes causally distant variables (e.g., inattention scores). Computational models help to bridge this gap and tame the intervening complexity. Using these models allows us to trace the full causal pathway from a change in one or a set of variables to the effects on the other variables (assuming, of course, that the relevant intervening relations are appropriately captured in the model). Furthermore, the models can often integrate different levels of analyses by showing how certain variables depend on, or affect, variables at other levels (e.g., how changing levels of a certain neurotransmitter may lead to changes in the responsibility of neurons, which may lead to changes in processing in certain brain areas, which may lead to changes in reaction times). In so doing, the models provide an integrated mechanistic understanding of the phenomena under study.

Although the two uses of computational psychiatry described thus far—sophisticated data analysis and theory development—are conceptually different, their combined use is especially powerful. There are several model-selection and model-fitting techniques that can determine which theoretical model or models best characterize an empirical data set, and under which parameterizations (Daunizeau, Adam, & Rigoux, 2014; Daw, 2011; Rigoux et al., 2014; Stephan, Penny, Daunizeau, Moran, & Friston, 2009), and these techniques allow several questions of interest for psychiatry to be addressed. For example, one may assess whether the behavior or brain activity of different groups—for example, patients versus controls, patients with different disorders, medicated versus unmedicated patients, and so on—follows the same theoretical model or different models, whether groups differ in one or more model parameters that relate to specific neurobiological or cognitive processes, whether there is a relation between one or more such parameters and symptom severity, or whether the models or model parameters that best characterize each subject cluster in subgroups that may be meaningful clinically. The range of approaches, techniques, and applications of computational psychiatry is vast and growing quickly; this article series is intended to showcase some of this richness. In the first article in the series, Wiecki et al. (2015) explain how computational psychiatry may help to overcome some of the challenges currently facing psychiatry and present a set of methods that can be used to address several questions of interest in computational psychiatry. They test these methods by applying them to two data sets and, notably, find that these methods, which use computational models to infer latent processes, outperform standard methods based on applying standard statistics to the measured variables. In the next article, Lu et al. (2015) use machine-learning methods to classify children with autism spectrum disorder versus control children on the basis of the response of the cingulate cortex to the presentation of a single “self” stimulus, as assessed using functional magnetic resonance imaging (fMRI). The finding that single-stimulus fMRI may provide valuable diagnostic information, if replicated in further studies, would be very good news for the clinical application of fMRI, as it drastically reduces scanning time, thereby cutting costs. In the next article, Anticevic, Murray, and Barch (2015) provide a comprehensive review of computational approaches to schizophrenia that shows how models of different types and at different levels of abstraction—including biophysical, connectionist, and normative (or seminormative) models—can shed light on multiple aspects of this disorder. Schizophrenia is perhaps the disorder in which there has been more work from a computational perspective; this review therefore helps to showcase the richness and breadth of computational methods that can be applied to understand psychiatric disorders. In the final article in the series, Cano-Colino and I (Maia & Cano-Colino, 2015) use a biophysical model of the effects of serotonin on neuronal membrane currents to explain mechanistically how low serotonin leads to an increased tendency to develop obsessions and to get trapped in existing obsessions in obsessive-compulsive disorder (OCD). The model also elucidates the mechanisms underlying the effects of medications that act on the serotonergic system in OCD and suggests that serotonergic medications can be useful to treat OCD even if the primary abnormality is glutamatergic, rather than serotonergic.

The articles in this series illustrate the diversity of approaches, methods, and applications of computational psychiatry. The model types used or reviewed include...
biophysical (Anticevic et al., 2015; Maia & Cano-Colino, 2015), connectionist (Anticevic et al., 2015), reinforcement-learning (Anticevic et al., 2015; Wiecki et al., 2015), drift-diffusion (Wiecki et al., 2015), and Bayesian decision (Huys et al., 2015) models. The disorders addressed include addiction (Huys et al., 2015), autism (Lu et al., 2015), depression (Huys et al., 2015), OCD (Maia & Cano-Colino, 2015), Parkinson’s disease (Wiecki et al., 2015), and schizophrenia (Anticevic et al., 2015; Huys et al., 2015; Wiecki et al., 2015). The empirical phenomena addressed include psychopharmacology (Anticevic et al., 2015; Maia & Cano-Colino, 2015), fMRI (Lu et al., 2015), deep-brain stimulation (Wiecki et al., 2015), and multiple aspects of behavior and brain–behavior relations (Anticevic et al., 2015; Huys et al., 2015; Maia & Cano-Colino, 2015; Wiecki et al., 2015). Finally, machine-learning methods are used both for classification (Lu et al., 2015; Wiecki et al., 2015) and for clustering (Wiecki et al., 2015).

This series is, to the best of my knowledge, the first collection of articles specifically devoted to computational psychiatry. Recently, there have been several reviews of computational psychiatry (Friston et al., 2014; Huys, 2013; Maia & Frank, 2011; Montague et al., 2012; Stephan & Mathys, 2014; Wang & Krystal, 2014) and a growing number of meetings devoted to the topic. The time had come for an article series that brought together a range of approaches, techniques, and applications of computational psychiatry. The fact that even the diverse set of articles included in this series does not—and could not aim to—cover the full breadth of computational psychiatry is a testament to the vigor of this research field. The aforementioned reviews provide an excellent complementary perspective on the field. These are exciting times for those interested in computational approaches to psychiatry, and I hope that this series does its part in helping to consolidate this young but vibrant and extremely promising field.
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